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ABOUT US

e Roy Miara

» Engineering Manager, Generative Al @ Pinecone

e Previously worked on Data / ML infra (Spark, DBT, Entity Knowledge Graphs)
e Cheng Su

 Engineering Manager, Data @ Anyscale

e Previously worked on Data Infra (Spark, Hadoop) @ Meta
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AGENDA

/= O D
Intro Ray & Anyscale
e “The Problem” e Ray & Anyscale

e RAG: Retrieval Augmented Generation ¢ Embedding

e Vector Database & Embedding e LLM Offline Inference
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Pinecone

e Serverless Architecture
e Scale and Cost

e Quality of RAG vs Training



THE “PROBLEM"

What did we try to solve together?

Evaluate a large scale RAG solution
e Data: Falcon RefinedWeb ~1B documents from Common Crawl
« Embedding Model: gte-large, dimension 1024

Process and Embed with Ray

Upload and Index on Pinecone Serverless

Run a large scale RAG Evaluation
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INTRO to RAG
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RAG = Data + LIM - ’T'rox'ining



WHAT IS RAG, WHY WE RAG?

Motivation

e LLMs don’t know what they do not know

e LLMs hallucinate even when they know the answer

RAG solves these issues by providing models with factual correct context*

*Errors and omissions excepted

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved 7



WHAT IS RAG, WHY WE RAG?

New information

What is the most important thing in the art of Monterflugel?

&) The art of Monterflugel isn't a widely recognized term in the traditional art world. If it's a specific
style, artist, or a concept you're referring to, please provide more context or details. If it's related
to a particular culture, movement, or personal artistic practice, those details would help in giving

you a more precise and informed answer.
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WHAT IS RAG, WHY WE RAG?
New information

What is the most important thing in the art of Monterflugel?

Context:

Monterflugel, an ancient Nordic art form, epitomizes the beauty and
simplicity ofiusing charceal and watsrto create profound artistic ' The most important thing in the art of Monterflugel is the ability to capture and convey the
expressions. This technique, believed to have originated in the early

Viking Age, involves a meticulous process of crafting and utilizing profound connection between the artist and the rugged yet serene Nordic landscape. This art

high-quality charcoal derived from specific Nordic woods. The form is characterized by its use of high-quality charcoal derived from specific Nordic woods,
charcoal, once prepared, is combined with water, allowing artists to

explore a range of textures and intensities, from deep, bold strokes combined with water to create a range of textures and intensities. The essence of Monterflugel

to delicate, ethereal washes. lies in its mastery of light and shadow, reflecting the natural interplay found in fjords, forests, and
S . mountains. This technique not only showcases the artist's technical skill but also their deep

The essence of Monterflugel lies in its ability to capture the rugged

yet serene Nordic landscape. Artists adept in this form use the reverence for nature, illustrating complex emotions and timeless beauty through elemental
fluidity of water to manipulate charcoal, creating artworks that

materials. The harmony with the environment and the cultural legacy it preserves are central to the
reflect the natural interplay of light and shadow found in fjords,

forests, and mountains. This art form not only showcases the significance of Monterflugel.
technical skill of its practitioners but also their deep connection to

o e dD IR
nature, illustrating how elemental materials like charcoal and water

can convey complex emotions and timeless beauty. Through
Monterflugel, the Nordic tradition of harmonizing with the
environment is vividly expressed, preserving a cultural legacy that
continues to inspire and resonate.
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WHAT IS RAG, WHY WE RAG?

Hallucinations

DATA'Al SUMMIT

What is the most important thing in the art of Monterflugel?

The most important thing in the art of Monterflugel is its unique approach to combining surrealism
and abstraction, creating visually striking and thought-provoking pieces. Monterflugel's art is
characterized by its vibrant use of color, intricate patterns, and often dream-like compositions that
challenge viewers' perceptions and evoke a sense of wonder. The meticulous attention to detail
and the ability to blend various artistic elements seamlessly make Monterflugel's work stand out in

the contemporary art scene.
O oS PE

©2024 Databricks Inc. — All rights reserved 10



WHAT IS RAG, WHY WE RAG?

Hallucinations

What is the tallest mountain that is the tallest after the second tallest
mountain in Asia?

&) The tallest mountain that is the tallest after the second tallest mountain in Asia is Mount Everest. It
surpasses K2, the second tallest mountain, in both height and prominence. Mount Everest, located
in the Himalayas on the border between Nepal and China, is the tallest mountain in the world,
standing at 8,848.86 meters (29,031.7 feet) above sea level.

Q@ SLY
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WHAT IS RAG, WHY WE RAG?

Hallucinations

What is the tallest mountain that is the tallest after the second tallest
mountain in Asia?

Context:
Here's a list of the tallest mountains in Asia

1. Mount Everest — 29,032 feet (8,849 meters)
2. K2 — 28,251 feet (8,611 meters)

3. Kangchenjunga — 28,169 feet (8,586 meters)
4. Lhotse — 27,940 feet (8,516 meters)

5. Makalu — 27,838 feet (8,485 meters)

&) The tallest mountain that is the tallest after the second tallest mountain in Asia would be
Kangchenjunga.

OSSPy
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WHAT IS RAG, WHY WE RAG?

Hallucinations

what are the 5 highest mountains in Asia?

@ The five highest mountains in Asia are:

1. Mount Everest - 8,848.86 meters (29,031.7 feet) - Located in the Himalayas on the border

between Nepal and the Tibet Autonomous Region of China.

2. K2 (Mount Godwin-Austen) - 8,611 meters (28,251 feet) - Located on the China-Pakistan

border in the Karakoram range.

3. Kangchenjunga - 8,586 meters (28,169 feet) - Located on the border between Nepal and the
Sikkim state of India.

4. Lhotse - 8,516 meters (27,940 feet) - Located in the Himalayas, near Mount Everest, on the
border between Tibet (China) and the Khumbu region of Nepal.

5. Makalu - 8,485 meters (27,838 feet) - Located in the Himalayas, southeast of Mount Everest,
on the border between Nepal and Tibet (China).

O S P
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WHAT IS RAG, WHY WE RAG?

Hallucinations

what is the tallest mountain...

L
Ha”ucina‘t}ons

n

# tokens 3e,ne,rocte_d

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved

14



WHAT IS RAG, WHY WE RAG?

Energy Economics

G6PU (UM tokens) > Retrieval(M tokens) + 6PUUOK tokens)

Qual?‘ty UM tokens) ™ Qua\h‘ty (OK tokens) + e
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WHAT IS RAG, WHY WE RAG?

Retrieval is more cost effective than context

--»- Baseline

e RAG can filter out e
relevant context and
scale to billions of
documents

>
9]
©
e
=
o
<

e Retrieval per token is
cheaper by orders of
magnitude and can
achieve comparable
quality in lower price V... S

po I nt Accuracy as a function of context size on the QUALITY dataset.
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RAG, EMBEDDINGS AND VECTOR DBs



DATA'Al SUMMIT

D Q‘t o — Eml:e,dohn? —

Question——| Embedding

L

Answer«
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RAG, EMBEDDINGS AND VECTOR DBs

377% YoY growth

in the number of customers
. using vector databases

& databricks

State of
DataTAl
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WHAT IS EMBEDDING

An embedding is a vector (list) of floating point numbers

e« Embedding is the process of assigning a piece of information with a

coordinate in high dimensional space, such that similar pieces of information
are close to one another.

e Example:

wWoman

e Text: “The quick brown fox jumped over the N e
lazy dog” ‘

e Embedding: [-0.039, -0.011, ..., 0.153,
0.025]

queen
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WHAT IS EMBEDDING

Data is (mostly) not tables

ARBITRATION AGREEMENT

UNITED STATES srnion Agreemat P ‘Aresment ) sfecive AT
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Yes ] No
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smaller reporting company. Sec the definitions of “large acceleratcd filer,” “accelerated filer” and “smaller reporting compary” in
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SURGERY OPERATIVE REPORT

atient name: MR number: Date of operation:
\bigail Houston 000843 11372023
«ccount No: Height: Weight:

472942 54 13016

reoperative diagnosis:

spendiceal artery bleeding. Estimated blood loss.

ost-operative diagnosis:

spendiceal artery bleeding has been stopped

peration performed:  Therapeutic abdominal surgery
irgeon Martic Cole

1esthesia General

wndition Stable

implications None

linical findings:

22-year-old female visited our hospital because of abdominal pain as she sustained a fall from o ladder
home. The patient then fell unconscious. We discussed operative treatment with her husband and on
 recommendation he agreed to praceed with surgical treatment

rocedure:

e patient was brought to the operating room #306 and placed on the operating table, general
iesthesia was administered at 3:29, After the patient fell asleep, we opened the epigastric incision and
rformed an emergency operation to stop bleeding. Two weeks after stopping the bieeding, the patient
35 brought for the appointment and she did not have complaints of any abdominal symptoms or
seding for 3 months.

wthorization for release of information Cole

rriginal: Medical record Copy: Patient Exhibit No.2 1-37-27846




WHAT IS A VECTOR DATABASE

Indexing unstructured data

e Vector databases are databases specifically designed to perform similarity
search over large corpus of unstructured data

e Vector databases use geometric methods like graphs and clustering to
efficiently scan and find relevant pieces of information, for a given query
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VECTOR DATABASE USE CASES

Searching for meaning

e RAG and Al applications - to store and retrieve external, private knowledge

e Semantic search - allows applications to search by meaning to find relevant
results even if the exact words don't match

o Classification - being able to label or classify large number of labels

o Candidate / Training data generation - being able to filter subset of
examples from a corpus to train ML models

e And way more...
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RAG with RAY and PINECONE

RAG for enterprise scale

e Ray scales embedding and processing of large datasets

e Pinecone with the Serverless architecture, enables search to scale to 10s
of billions of documents

e Pinecone + Ray = scale for modern enterprise RAG
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DATA'Al SUMMIT
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R AY Open source operating system powering the Al evolution.

Berkeley

UNIVERSITY OF CALIFORNIA

2016

Ray was conceived at the University of
California Berkeley in the RISELab,
(where Apache Spark was also born)
and was open-sourced.

50 anyscale

2019

Anyscale was founded - by the creators
of Ray - as a fully managed platform for
Ray to make the toughest problems in
distributed computing easier for
developers.



RAY

A short history

2016: Started as a class project at UC Berkeley

2019: Anyscale founded (company behind Ray)
2020: Ray v1.0 release

2022: Ray v2.0 release; Ray Al Libraries

e 2023: LLM + Al Infra

Open source project with 30k+ stars on Github: https://github.com/ray -
project/ray

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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RAY USERS
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R AY The OS for running Al workloads at hyper-scale.

@} OpenAl Uber @ spotiy ®cohere  Linstacart éé%up =0oooroasw  NETFLIX ~@Mazon @airbnb

60000
® Ray m PySpark Kubeflow m Kafka
300k ray
40000 spark
© 200k
E]
20000 e
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BN ANYSCALE
THE END-TO-END Al PLATFORM FOR Al COMPANIES

*Optimized Ray *Developer *Security & *Integrations for
Runtime Tooling for Ray Governance Ecosystem

E

B Dev Workspaces & Batch Jobs ) Services

<2

Develop Process data

()

R A
Inference Test & Debug

(online & Batch)

Unified % RAY runtime runtime (0SS + proprietary optimizations)

&2 Managed services (& Observability &) Access control

aws (2 [h



RAY

Holistically addresses Al/LLM challenges

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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RAY DATA

Scalable data processing library for ML workloads

Open source: https://docs.ray.io/en/latest/data/data.html

e Offline batch inference
» Large-scale image, video, audio and text processing
e RAG embedding generation

e LLM offline batch inference

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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UNSTRUCTURED DATA BENCHMARK

A typical workflow for offline batch inference Full blog post with

@® Use most cost-effective hardware for each stage
® Independently scale every stage

code example

Cost to process 1M images
$60

$40

$20

$0

Leading Leading
commercial open-source °§’ RAY
ML Platform framework
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RAY DATA

Scalable data processing library for ML workloads

e Training ingestion for ML models
e Scalable distributed training data loading and preprocessing
e Support all popular deep learning frameworks (PyTorch, TensorFlow)

e Ray Data + Ray Train

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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RAY DATA

In the PYTO rch Where is the ecosystem today?
eCOSYStem

torch.utils.data webdatasets

TorchData Nvtabular

HuggingFace Datasets FFCV

MosaicML Streaming

—— PyTorch
Conference

gl 2023

P Pl 0 1455/2428 «e0 (B & (= O =7

The Evolving Landscape of Dataloading - Laurence Rouesnel, Meta

) .. C
1 Sh L D load
O 45.6K subscribers [6 0 gﬂ A> are v Downloa
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WHY RAY DATA

Scalable data processing library for ML workloads

Streaming execution, scalable to petabyte-scale data

Support heterogeneous resource requirements (CPU+GPU)

Automatic failure recovery (spot instance, process/node/cluster failure)

Support a large variety of data sources and formats
e AWS S3, Google GCS, Microsoft Azure, On-prem HDFS, NFS, local file system, ...
e Parquet, image, video, audio, text, JSON, CSV, vector databases, SQL, ...

Python native & seamless integration with other ML libraries

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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1 BILLION EMBEDDING BENCHMARK

Cheapest solution in the world: $6,000 on Anyscale

Input data

o tiiuae/falcon-refinedweb

e A massive English web dataset
built by TII

e 1.6 TB on-disk data size

Embedding model

o thenlper/gte-large

e 1 billion embeddings

Anyscale Job

e Cluster: 320 A10G AWS g5
instances

e End-to-end time: 18 hours

DATA'Al SUMMIT
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https://huggingface.co/datasets/tiiuae/falcon-refinedweb
https://huggingface.co/thenlper/gte-large

EMBEDDING with RAY

4-Steps approach Full blog post with
code example

e Reading
e Read input data on cloud storage (TB scale): AWS S3, Google GCS, etc
o Data format: Text, JSON, Parquet, CSV, PDF, Word, etc

e Chunking
e Split the text up into small, semantically meaningful chunks (often sentences)

e Tool: LangChain, Llamalndex Text Splitters

DATA'Al SUMMIT ©2024 Databricks Inc. — All rights reserved 39



EMBEDDING with RAY

4-Steps approach

» Tokenization & Embedding
» Convert sentences to tokens, and use embedding model to generate embedding

e Embedding model: GTE, Mistral, etc
» Writing to vector database

e Batch upserting embedding result (and other information) to vector database

e Vector database: Pinecone Serverless

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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EMBEDDING with RAY

Workflow in one picture

+

Raw Data
parquet files from
Hugging Face =

Datasets

DATA'Al SUMMIT

]

RAY

LangChain
TextSplitter

RAY

+ Hugging Face
= Transformer

Chunked Data

parquet files
from S3

©2024 Databricks Inc. — All rights reserved

Embeddings
parquet files
from S3

RAY
23 Pinecone
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LLM INFERENCE

Offline or online, that is the question

e Online inference (serving): APl Endpoints (OpenAl, Bedrock, Anyscale)
e Latency: get real-time response for prompt or to interact with the LLM
e Choose this if optimizing latency of inference to be as fast as possible
o Offline inference (batch job): OpenAl Batch API, Anyscale Job
e Throughput: optimize resource usage (maximize GPU utilization)
e Choose this if scaling your workload to large-scale datasets with the least cost

o Example of use cases: daily / hourly job to process large-scale in-house offline data
(text summarization, users information processing, ...)

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved 42



PINECONE

DATA'Al SUMMIT ©2024 Databricks Inc. — All rights reserved
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PINECONE

The Al infrastructure company LOREAL
) shopify #CVSHealth
Since 2019
$138M

Klarna.
~200 ppl in NY, TLV, SF, ...

Pinecone Serverless (Jan 24’)
Canopy RAG Framework (Nov 23’)

B8 Microsoft

EAING

u Course Hero

) ¥

i
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PINECONE SERVERLESS

How does the Serverless architecture supports scaling?

| am going to tell you all the secrets on how to build your own vector database

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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PINECONE SERVERLESS

Dynamic Clustering Algorithm

@® Clusters data as it flows into the
system

@® In query time: only searches relevant
clusters according to filters and query
vector

@® Scales really well with low working
memory (compared to graph algo. s.a.
HNSW)

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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PINECONE SERVERLESS

Separating Write / Read

@® Scaling read/write workers
separately

@® Writing / reading clusters in parallel

@® Strong caching mechanism

@® Fresh layer for recent writes

DATA'Al SUMMIT

Blob Starage

©2024 Databricks Inc. — All rights reserved

Blob Storage

Payload A
Payload B

Cluster 1

TREE

Cluster 2
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PINECONE SERVERLESS

Freshness Layer

® Data immediately available for query
@® As the index re-cluster data get
indexed

ssssss
Y

—O)

Added to index but
takes longer to be O
available in search due

to partitioning process

Existing Partition Index

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved 48



PINECONE SERVERLESS

Store data to match query pattern

HIGHER
COST

@ Utilize different storage layers to
different queries

@® Move vectors between different
storage layers automatically

LOWER
COST

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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Object storage

v

HIGHER
PERFORMANCE

LOWER
PERFORMANCE
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RESULTS

DATA'Al SUMMIT
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RESULTS - RAG vs TRAINING

More data, more accuracy, less cost

@® The more data you upload -> higher the performance

@® “Levels” the quality of OSS vs Closed LLMs

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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RESULTS (RAG vs TRAINING)

More data, more accuracy, less cost

Faithfulness vs. Data Size

1.0 [

DATA'Al SUMMIT

EEEN
oo
°

Mixtral-8x7B w/RAG
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RESULTS (RAG vs TRAINING)

More data, more accuracy, less cost

0.8

06

Faithfulness

0.4

0.2

A M gpt-3.5 turbo w/RAG gpt-3.5 turbo no RAG
Falthfu' ness VS- B gpt-4 turbo w/RAG i_| gpt-4 turbo no RAG

& B Liama-2-70b w/RAG || Llama-2-70b no RAG

Data Slze B Mixtral-8x7B w/RAG | Mixtral-8x7B no RAG

00 L

DATA'Al SUMMIT

K 10K 100K ™ 10M 100M 1B

Data Size
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RAG vs TRAINING

More data, more accuracy, less cost

Faithfulness per Model ot oA
with and without RAG W i rao

GPT-4-Turbo

GPT-4-Turbo

GPT-3.5-Turbo

GPT-3.5-Turbo

GPT-4-Turbo 0.700 0.835
Mixtral-8x7B
[ Siisios s
Mixtral-8x7B 0.583 0.808
Llama-2-708
0.0 01 0.2 03 0.4 05 06 0.7 08 09 1.0 $
~
Faithfullness ek:}
54
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RECAP

Anyscale + Pinecone: RAG for enterprise scale

e Ray on Anyscale

e Use Ray Data to scale embedding generation across a cluster of GPUs

e Pinecone
e Using high scale vector embeddings to boost RAG Performance

e Utilizing serverless architecture to support cost effective scale

o With Anyscale and Pinecone, scale RAG application with your own datal!

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved
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MORE SESSIONS

To learn more....

Session: Efficient Stable Diffusion Pre-Training on Billions of Images with Ray
Speakers: Yunxuan Xiao, Hao Chen
Time: 12:30-1:10 PM, June 13

Session: Accelerating LLM Inference with vLLM
Speakers: Zhuohan Li, Cade Daniel
Time: 2:50-3:30 PM, June 13

DATA'AI SUMMIT ©2024 Databricks Inc. — All rights reserved 56



THANK YOU!

To learn more....

K*

¢23 Pinecone

anyscale
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